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AB
ST

RA
CT Breast cancer in women is a significant public health concern worldwide, with 

many cases going undiagnosed until the advanced stages. Early detection 
is crucial for proper treatment and improved outcomes. There are some 
pre-trained models used by authors for the detection of breast tumour, 
but these models require extensive computation power due to their many 
layers and parameters. To address this issue, it is required to proposed 
Convolutional Neural Network (CNN) model with fewer training parameters 
for classification of ultrasound images dataset to determine that a particular 
image is either benign or malignant. In this paper, CNN model is proposed 
with changes in some hyper parameters like the number of filters, filter size, 
batch normalization, learning rate, epoch, and batch size, to achieve better 
accuracy with less computational power. The proposed model was compared 
to other pre-trained models, including ResNet50, Efficient Net, and VGG16, 
using two databases (database A for training and validation data, and 
database B for testing data). Our proposed classifier outperformed than pre-
trained classifiers in terms of accuracy.

Key words: ultrasound image dataset, CNN, deep learning, breast cancer, 
CAD system, pre-trained CNN model

INTRODUCTION

Breast tumor is a widespread disease that distresses women in 
both developing and developed countries. Over the past decade, 
breast cancer has rapidly increased worldwide. Approximately 
more than 500 men and 41,000 women have died from breast 
tumor recently to the American Cancer Society (ACS). Breast 
cancer cells fall into two categories: benign and malignant. A 
benign tumor is not a cancerous cell and not dangerous for breast 
structure. In cases of malignant tumour spread to other body part 
and very harmful to other organs.

Medical professionals use various medical modalities to analyse 
and detect breast cancer, including X-ray, sonography etc. 
However, analysing these images is taking more time and is 
challenging for doctors to achieve accuracy. Initially, X-ray 
was the primary modality used for image processing to analyse 
breast cancer. Currently, ultrasound modality is most effective in 
analysing breast tumours due to its non-invasive and radiation-
free nature [1], helping detect breast cancer and decreasing 
biopsies in females [2].

Machine Learning (ML) is also used to analyse medical images and 
try to detect many medical diseases, but due to some limitations 
like feature extraction from the image dataset, Deep Learning 
(DL) plays a noteworthy role in medical imaging modalities 
to analyse medical images. DL falls under machine learning, 
improving the performance of computer-aided diagnostic systems 
for medical problems. Deep learning is the scientific study of 
detecting and categorizing different types of health diseases like 
brain tumour, diabetes, and different types of cancer.

Various authors have used existing deep learning models to 
detect breast cancer, such as VGG, ResNet, and Inception. 
Since each Convolutional Neural Network (CNN) model uses 
different layers and many parameters, which are a combination of 
convolutional, relu, pooling, softmax, and fully connected layers, 
these pre-trained models take more time due to detecting many 
different objects on a large dataset.

Early detection of breast cancerous cells in ultrasound images 
benefits the early analysis of an unhealthy individual, improving 
the survival rate. Many authors have built CNN models for the 
analysis and recognition of breast cancer, but they fail to provide 
optimum outcomes due to the lack of pre-processing on the 
dataset, small dataset size, and inadequate training for feature 
extraction. To address these limitations, an effective and efficient 
CNN model is required.
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Deep learning models are used in different domains, and 
medical science is an important area for researchers to find gaps 
or opportunities for better research. The purpose of using deep 
learning networks, researchers is to classify the prediction of 
patient diseases using medical images. Many authors focus on the 
accuracy metrics, but it is not sufficient. The overall classification 
of any deep learning model depends on the confusion matrix, F 
score, and AUC curve as well.

This provides an opportunity for new researchers to develop an 
effective CNN model in different areas, with the main focus on 
improving accuracy without increasing the parameters of deep 
learning models for multi-classification.

Review of Literature

Authors used “Histopathological Image Analysis” (HIA) for 
breast cancer classification using different techniques of ANN 
and CNN [3]. In their study, the authors used CNN algorithm 
on eight datasets set using the cross-validation method [4]. AUC 
was used as an indicator of accuracy. 

The fast-growing population has led to an exponential increase in 
medical images, and traditional methods are failed to detect the 
breast cancer with the increasing demands for medical images [5]. 
In Mahmood M, et al., authors demonstrated CNN model in the 
classification of cancer and tumours cells [6].

In Fatima N, et al., authors reviewed many research papers on
supervised learning and deep neural network for predicting the 
breast tumour [7]. Many authors introduced CNN models to 
detect and classify breast tumors and increase diagnosis efficiency 
[8-10].

Researchers used different pre-trained CNN models with fine 
tunes for different classifications [11-13]. They found training 
speed and accuracy can be improved through these pre-trained 
models with transfer learning.

Many authors developed the architecture of automatic prediction 
of normal, benign and malignant breast tumour [14]. In the past, 
researchers use advanced techniques for analysing breast cancer 
cells and classified them into benign and malignant [15-17].

The different methods and accuracy used by different authors on 
image dataset shown in Table 1.

Objectives

In this paper, main aim to address the research gap between the 
creation of a proposed CNN model and a pre-trained CNN 

model. This paper opens several questions for researchers to 
explore:

1. Which is better for a specific problem creating a proposed
CNN model with tuning up hyper-parameters or using a pre-
trained model with transfer learning?

2. How important is the number of layers compared to the
number of parameters for the best classification in the CNN
model?

3. Does a CNN model depend solely on accuracy or other
performance measures? Does it also give promising results on 
testing data?

In order to develop a robust system that can give the best prediction 
on test dataset, we have the following objectives in this study:

1. Improving the accuracy of the classification and saving the
computational power by the proposed classifier with a small
number of layers and parameters. Compare with another pre-
trained CNN model.

2. This study used the dataset of breast cancer ultrasound images 
and tuned up the hyper parameters to make the efficient
proposed model.

3. The classification measures of the proposed classifier and
compare their results with another pre-trained CNN model.

PROPOSED METHODOLOGY
Figure 1 depicts the proposed workflow, which utilizes two 
breast ultrasound image datasets: database A and database B. The 
proposed CNN model incorporates common classification steps, 
including pre-processing, feature extraction, and classification. 
Various layer combinations, along with appropriate hyper-
parameters, are used to develop a robust model that effectively 
mitigates overfitting and bias in the dataset. By leveraging these 
techniques, the study aims to maintain the best classification 
accuracy while reducing computational requirements.

Dataset 

The proposed CNN model utilized two databases, A and B. For 
image analysis, the breast ultrasound image dataset A was divided 
into two directories, namely train and val [24]. Each directory 
contained two classes, namely benign and malignant, which 
contained real grayscale images. Dataset A consisted of 9016 
images, as shown in Table 2. Dataset B was divided into three 
directories, namely benign, malignant, and normal [25]. Each 
directory contained two types of images, i.e., real grayscale and 

Tab. 1. Previous study on breast cancer 
detection by different authors

Reference Year Methods Accuracy Image Dataset
[18] 2020 U-Net 98.59% Ultrasound Image UI)
[19] 2018 Alex-Net 91% (UI)

[20] 2021
CNN and Deep 

representation Scaling
91.5% (UI)

[21] 2016
Optimized Feedforward 

Artificial Neural Network
89.77%

Magnetic Resonance 
Imaging (MRI)

[22] 2020
Deep Neural Network 

with Support Value
97.21% Histopathology Image

[23] 2021
Inception V3
Res-Net 50

VGG 19

96%
94%
95%

(UI)
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mask image. Select only two directories benign and malignant 
real images shown in Table 3, which were collected for testing the 
dataset by using the proposed classifier. In this paper, a proposed 

classifier is developed and applied to both types of datasets 
separately for classification, and the results were analysed.

The graphical representation of datasets A and B is shown in 
Figure 2, which is divided into Benign, Malignant. Figure 3 shows 
the random sample of real grayscale ultrasound images from 
database A.

Convolutional Neural Network (CNN) model 

The proposed CNN model uses different packages and libraries 
of Python 3.6. For the experiment, architecture of the projected 
classifier is depicted in Table 4.

Depending on the nature of the particular problem, the pre-
trained CNN architecture can be customized through transfer 
learning to create a revised pre-trained classifier. However, in this 
study, a proposed CNN model was created instead of using a pre-
trained model. The proposed CNN model consists of a lesser 
number of layers and parameters as shown in Table 5, which helps 
in saving computational power.

Fig. 1. Flow of Proposed Work

Dataset A (9016) Train (8116) Val (900)
Benign Images (4574) 4074 500

Malignant Images (4442) 4042 400

Tab. 2. Ultrasound Image Dataset A

Tab. 3. Ultrasound Image Dataset B Dataset B Test (647)
Benign Images 437

Malignant Images 210

Fig. 2. Datasets A and B.

Fig. 3. Sample of Ultrasound Images

The proposed classifier uses a few hyper-parameters to improve the
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efficiency and reliability of the model. Table 6 highlights the 
following hyper-parameters used in the proposed CNN. The 
ideal approach in the experiment is to tune up hyper-
parameters and make some changes in the training options to 
build an effective CNN model. The training data use the 
following options for training: epochs are 30, learning_rate is 
0.009 and the batch_size is 32.

RESULTS 

Table 7 displays the classification measures of the proposed 
classifier for the training, validation, and testing datasets, 
which are also represented in Figure 4. The proposed model 
automatically calculates the following matrices through model 
compilation during the training phase. The validation matrices are 
also calculated through the validation data. After learning from 
the training data, the model is evaluated on the testing dataset to 
determine its performance. The training, validation, and testing 
accuracies are 99%, 87%, and 89%, respectively. The proposed 
CNN model utilized 83% of the training data, 10% of the 
validation data from database A, and 7% of the testing data from 
database B, obtained from two different datasets.

Table 8 shows the loss and accuracy of ResNet50, VGG16 and 
EfficientNetB7 on the training and validation dataset at epoch 
10. The proposed CNN model finds the best result as compared
to these pre-trained models. The input size of the proposed 
classifier is 224 × 224 × 1 while the input size of the pre-trained 

classifier is 224 × 224 × 3. The accuracy of the proposed classifier 
is 99% which is high compared to other pre-trained models like 
Resnet50, VGG16 and EfficientNetB7.

The training accuracy graph, loss graph, precision, recall graph and 
AUC graph are shown in Figure 5 at epoch 30. F1 score can be 
computed by using 

F1 score = 2 × Precision × Recall / (Precision + Recall).

The performance measure of the CNN model is not solely 
dependent on accuracy, as other performance measures like 
F1 score and AUC curve are also important. The AUC, which 
represents area under the ROC curve, indicates how fit the model 
can predict on the testing data. The AUC values for the training 
dataset, validation dataset and testing datasets are 99%, 91%, 
and 92%, respectively, indicating that the model's performance is 
excellent. The F1 score considers false negatives and false positives 
and is a useful measure of the model's overall performance. The F1 
score values for the training dataset, validation and testing datasets 
are 99%, 94%, and 85%, respectively, indicating that the model is 
giving promising results.

DISCUSSION 

There are many ways to create CNN models and the best model 
gives excellent results for the test data. The proposed model 
focused on fewer layers and parameters to save computational 
power. Tuning up the hyper-parameter in the proposed classifier 
maintains the maximum accuracy as shown in the result.

Layer (type) Output Shape Param #
conv2d_4 (Conv2D) (None, 224, 224, 32) 320

batch_normalization_4 (Batch (None, 224, 224, 32) 128
max_pooling2d_4 (MaxPooling2) (None, 112, 112, 32) 0

conv2d_5 (Conv2D) (None, 112, 112, 64) 18496
batch_normalization_5 (Batch) (None, 112, 112, 64) 256

max_pooling2d_5 (MaxPooling2) (None, 56, 56, 64) 0
conv2d_6 (Conv2D) (None, 56, 56, 128) 73856

batch_normalization_6 (Batch (None, 56, 56, 128) 512
max_pooling2d_6 (MaxPooling2 (None, 28, 28, 128) 0

dropout_2 (Dropout) (None, 28, 28, 128) 0
conv2d_7 (Conv2D) (None, 28, 28, 256) 295168

batch_normalization_7 (Batch (None, 28, 28, 256) 1024
max_pooling2d_7 (MaxPooling2 (None, 14, 14, 256) 0

flatten_1 (Flatten) (None, 50176) 0
dropout_3 (Dropout) (None, 50176) 0

dense_1 (Dense) (None, 1) 50177

Tab. 4. Architecture of Proposed CNN Model 
"sequential_1"

CNN Model Layers Total Parameters Trainable Parameters Non-Trainable Parameters
Resnet50 50 Layers 23,688,065 100,353 23,587,712

VGG16 16 Layers 14,739,777 25,089 14,714,688
Efficient Net B7 813 Layers 64,223,128 125,441 64,097,687

New CNN Model 16 Layers 439,937 960 438,977

Tab. 5. Comparison of CNN models based 
on Layers and Parameters

Tab. 6. Tuning Up Hyper-Parameter in 
Proposed CNN

Hyper-Parameter Value Purpose
Batch_Size 32 Control the number of training data

Learning_rate 0.009 Used to update the weights during training
Dropout layer 0.2 Control and preventing the overfitting

Batchnormalization layer Speed up training and improve accuracy
Pooling size Max (2, 2) To reduce the numbers of parameters/dimension 
Kernel size (3, 3) It helps to generalize better

Total params: 439,937, Trainable params: 438,977, Non-trainable params: 960
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Tab. 7. Performance Measure of proposed CNN 
Model for Epoch 30

Performance Measures loss AUC accuracy precision recall F1 score
Training Data 0.0699 0.9959 0.9901 0.9897 0.991 0.9903

Validation Data 1.3155 0.9129 0.8748 0.8975 0.99 0.9414
Test Data 2 0.9296 0.8949 0.7649 0.9762 0.8577

Tab. 8. Comparison of pre-trained model 
with proposed CNN model at epoch 10.

CNN Model Epoch (10) Loss accuracy Validation loss Validation accuracy
ResNet50 0.36 0.86 0.483 0.804

VGG16 0.068 0.97 0.334 0.84
EfficientNetB7 2.38 0.59 3.44 0.57

Proposed CNN model 0.093 0.9773 0.7942 0.8967

Fig. 4. Performance Measures of New CNN Model for training, Validation and Test Dataset

CONCLUSION 

The proposed classifier uses a series of sequential steps to create 
an automated diagnosis system with modifications to hyper-
parameters. To ensure the robustness of the classifier, several
experiments were performed to create a proposed deep learning 
model and also compared to other pre-trained CNN models. 
This scientific proof validates that the proposed CNN model
for detecting breast cancer in ultrasound images provides greater 
accuracy after numerous experiments. In the future, a new
framework could be developed to achieve two objectives, one is 
of perform semantic segmentation and classify. This could assist 
imaging specialists and doctors in detecting breast cancer in 
ultrasound images.

Fig. 5. Performance Metrics of Proposed CNN Model for the Epoch 30
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